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Abstract: Artificial Intelligence (Al) is a vital branch of modern science and technology that utilizes computers
and software to simulate human thought and develop capabilities such as information processing, learning,
problem-solving, and decision-making. This study presents an overview of the historical stages of the development
of Al, its basic theories, and key areas of technological development, and analyzes its potential and challenges in
use, as well as its role as an international legal subject. The foundation of Al development began in the mid-20th
century, and it has reached its current level with the help of innovations and algorithms that have emerged in line
with the rapid progress of technological development. In recent years, Al has had a profound impact on all aspects
of human life, including healthcare, education, manufacturing, transportation, and finance. This not only makes
human labor easier but also opens the opportunity to solve any problem in a short time and create a more efficient
system. The study was based on an analysis of documents from organizations such as the United Nations,
UNESCO, the Organization for Economic Cooperation and Development, the European Union, and the Council
of Europe, as well as Mongolian legal documents.
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Yauprran

XXI 3yyHBI TEXHOJIOTHIH SpPHH VeI XUUMAI OF0yH yxaaHsl (XOVY) XerKul Hb yIC OpPHYYABIH
HUUTAM, 3AMIHH 3acar, TOpUHH OOJIJIOr0, XyyJsib 3YHI TYH3Tul Heneeik OaiitHa. XOY Hb M3I3J13I1
00JI0BCpyyJiaX, MUAABIP Taprax, cypajilax, eephiree XerKyy/IdX 4YaJBapTaii CUCTEMYYAUUT Ouii
00JITOCHOOP XYHHI OPOJIIIOOT OPIIOX TYBIIMH XYPU33. XYH TOPOIXTOH XUAMAII OI0YH yxaaH (artificial
intelligence-Al)-pIr ammriax 5X3JICHIP IIXUUH SAUNH 3acarT TOMOOXOH ©OpWIeNT rapu OaiiHa.
l'ongman Cakc (Goldman Sachs) komnaHumiiH XuiCSH CyZdanraaraap XHHMAJI OIOYH yXaaHBI
Tycnamkrairaap paiaxuitd J{Hb-uiir 7 xyBs Oyroy 7 op4iM UX HasiJ] aM.JI0JUIAPOOP OCTOX, OYTIIMKUANT
10 >xunnite xyranaasy 1.5 xyBuap HIMATAYYIDX OOJIIOMKTO# 'K TOIOPXOMIICOH OaifHa.

Tyc xommanuiin sauiin 3acard JKosed bBpurrc “..xsdutiersp xuiimsn owyH yxaauovl
mycaamaxicmaieaap 30UliH 3aceUlin yae Xypase mansx boromoicutie ouii 60120xc baiieaa Hb MOOOPXO
Oyc 4 Makpo 20uUlin 3acazm moMOOXOH HOLOO Y3YYAIX Hb Oamdcueyll”’ THK TYTHACHH OaliHa. MakkeH3n
(McKinsey) koMnaHuifH XaMTUiH CYYJIUIH TalIaH] AypcaHaap XuiMa oroyH yxaaH 2030 oH raxan
JRIIXWAH 3IUAH 3acarT 13 uX Hasx am.JIoJUTaphIH XYBb HIMAP OpYyJiaX TOIIOBTIH Oaiiraa 6a 3H? 6o
TDIXUAH 3IUHH 3acar Jaxb XyBbCTall XAOM33H JAYTHACOH 00 3apuM CyAjlaadu] 3pX 3YWH Tajaac Hb
XMIAMAJI OI0YH yXaaH Hb OHeT Oyc, aJroOpuTM 133D TYJITyypiacaH CUCTEM TyJl TYYHHUHT XYYJIUHH 3TT33]
MK Y33X3J OJIOH acyyjall TyJrapaar TOAUMHIYH aBTOHOMMUT LIMIABIP raprax 4ajBapbil YHAICIDH
upadayia "uaxum cyorekt" (electronic personhood) yycu 6om3omryii raxk y3aar (Talimonchik, 2021;
Hérs, 2022).

Xuiiman oroyn yxaan Ipx 3yiin cydveKkm 0aix myxaii OHOAbIH XAHOA2YYO

XUHMAIT OIOYH YXaaHBIT 3pX 3YHH CyOBEKT TK Y33X acyyJall Hb XOEp TOM OHOJBIH YHWTIIAI
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VYinamknant Oyioy XyH TOBTIH XaHJutara: OHI Y3311 Hb OpX 3YHH cyOBeKT Oailx Hb 36BXOH XYHHUI

yxamcap, €c CypTaxyyHbl 4ajaBap, Xapuyljara XyJodoX dYaaBapTail S3TrIdAd] XaMaapHa TIx
y313r. TuiiMa3¢ XUAMAIT OFOYH yXaaH Hb XapuyIyiara XyJs3x 4aaBapryi Tya “spx 3ylH cyObeKT” OMIi
'K OYTHIIRT. DHAXYY Oaiip cyypuiir Hans Kelsen, Brownlie, Cassese 33par coHromor spx 3yiuuj
OapuMTascaH Oaiiar.

QDyHKIHOHAT OYIOY TEXHOJIOTHIH YaIBApT TYATYYPJIacaH XaHurara: DH? YU XUHAMOII OI0YH YXaaH
Hb 66pee Cypalliax, Oue JaaH NIMHIBIP raprax, TOIOPXOW yp JaraBap Ouil 0ONTOX yaaBapTail Ty

Xsi3raapiaraMai X3J03pa3p dpX 3YHH CYOBEKT 'K Y33K OONHO T'»K Tainbaprmamar. DHD caHaa Hb
“electronic personhood” Oyioy “maxum XyH”’ T9X OWITONTOOP IJaMXKIDK rapd upciH. TyxaitnoOan,
EBponbin mapnament (2017) “Al-n maxum XyH cTaryc onrox OOJOMMKHHT cymiax” Tyxail caHai
rapracan 6o _Hars (2022) xuiiM31 0F0YH yXaaHbl CyObeKTHIH acyy UIbIT “XYHUH XSTHAIT, XapHyIyiara,
MIMAABIPHUIAH XyBaapuiiaiT TICIH TypBaH XdOMKII¢3p Tainbapnaxk Talimonchik (2021) Al-uiin spx
3YHH cyOBeKT 0aiix Hb OypdaH dpx OuWIl, XapuH “Xs3raapiaraMai XapuyIularblH CUCTEMHUAH HITK
X2II03PTIU OaiiK OONOXBIT AYTHICHH YTHAIIT Tapraca.

Xuiimann o0yH yxaaunol Ipx 3yiH cyovekm oaix gunocoghuiin yHoIc

dunocoduitH yyaHIIC aBu y3BAI pX 3YHH CYOBEKT Oaiix Hb yxamcap, IHHIABIP raprax 3px
46J100, XapUyLUIATbIH yXaMcap I'3C3H IYPBaH X3MKUIARXYYHTIH. TyyHUWIDH XUUMAI OIOYH yXaaH Hb:

v’ yxamcap (consciousness) OHIII, aJITOPUTMBIH IIHAIBIP;
v’ xapuylyiarsie yxamcap (moral agency) yryii;
v/ xapuH YWIUIMIAH Yp JaraBapt Heneesnex 4aasap (functional agency)-raii.

Uitmasc Al-r cyOBeKT I3k y39X Hb EC 3YiH OOJIOH 3pX 3YHH XHJI Xs3raaphir 1aBX 000X U, MTPaKTHKT
XapuyIUIarbiH Tycrait xanoop (functional liability) Torroox cyyps 60k 4agHa.

Onon yncein Ipx 3yl 03X XUMIJ1 OIOYH YXAAHL 30XULYY1aTIM

OutoH yicbH Oaiiryymaryya Al-uitH Xerxiuiir xsHax, €c 3y, XapuyljiarslH TOITOIOOT Ouii
0oirox uurmaa uUARBXTH axwmuiax OaitHa. IOHECKO 2021 onp Oarancan "Al-uiiH €c 3yiiH
30BJIOMXK'"-00p XYHHI 3pX, WI TOJ Oaiinan, mynapra éc, xapuyiyiareir Al XerImiH cyypb 3apuum
00JITr0oCOH. DMITH 3aCTUIH XaMThIH aXKUIIIaraa 0a XxerkimidH Oaiiryyiara 2019 onx "Al-nitH 3apunm'-
BT Oatamk, UTran Tepyydx Al (Trustworthy Al)-wita 5 yHIT 3apunm Torroocon Oereen 2024 oHp
muHIWRH Oarancad. EBponbsiH Xomboonsl 2024 ombl 'Al Act' HE Al cucTeMHHT 3pCAdIHITH
TYBLIMHI3D aHTHIDK, OHIOp dPCAIMIH CUCTEMYYID XaTyy XSHaIT TOITOOX OaitHa. MeHn EBponbiH
3esnen 2024 ouyx 'XyHui 3px, apauwial, XyyJib 33X 3apuuMa HUUICOH Al-HifH Tyxail KOHBEHII -
WHT OaTalcaH.

TyynuwmH Hoaracsn Yumaerauid baiiryymnara (HYDB)-33¢ rapracan “UN General Assembly
Resolution 78/265 (2024) — Seizing the opportunities of safe, secure and trustworthy artificial
intelligence systems for sustainable development” Torroon Hp aHX yaa I3IXHUIH TYBLUIMH] ““al0yJryH,
UTTK 00OXYHIl AI” r3I3r OMITOATHIT XyyIlb, €C 3YHH XYPI3HA TOAOPXOWICOH OapUMT OUYHT FOM.

HYB-b11 xypasua Al-nitn xapuyiyiara, ui Toj 0aigan, XYHUH XSHAIT, MYI33JUIUHH al0yaryi
Oaieir mavkux uuriaag “Global Digital Compact (2024)” 6apuMt Ouuur 031Traradxk Oaiiraa 0o
IOHECKO (UNESCO)-b11 rapracan “Recommendation on the Ethics of Artificial Intelligence” (2021)
Hb Al-uitH €c 3yitH Tajmaapx JIXHUIH aHXHBI 3pX 3YHH 6apuMT 6nunr 6ereesn 193 rumryyH ysc HITIRH
OpCOH OaifHa.

TOHECKO nv Al-utin xe2oiciuiic oapaax 0aaxunn myswrull 10 3apuum 039p YHOICAI092:
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XyBuiiH HyYl 062 M3IIIIIHIH XaMTaaanT
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OJ0H yIJICHIH XaMThIH aXKHUIlIaraa
10 Xerxmk 0yi OpHYYIBIH JIKATAT OPOIIIOOT TIMKHX

OH3 6apuMT Onynr HE MoHron YiceH “XuiiMaIT OI0YH yXaaHbl 3pX 3YHH opuHbl cyganraa (LIXX,
2024)”-a61 cyypb OoJcoH Oaimar. DAWiH 3aCTUHH XaMTHIH aXXuilaraa 0a XerKIWiH Oalryyrara
(OECD) upb mpnxuiiH aHxHbI “XHAMAII OI0YH yXaaHbl 3apUuM”-bIT’ 0aTaK 5 YHIICOH 3apUMBIT Aapaax
6aiiraap romopxoiicon. OECD Al Principles (2019, revised 2024)

OECD-uur umesn mepyyasx Al-uiin YHOCIH 3apyum

— Al Hp XYHUH HIp Tep, IpX YeJee, myaapra €c, TIrM OAUUTBIT XYHIITIIX ECTOM.

—  XUWHMDII OFOYH yXaaHbl MUHABIPUIT OUITOXK, XSTHAX OOIOXYHIT Oaiix.

— Al cucremwuiin yp naraBapt XyH, OalTyysuiara xapaymiiara Xyia3dX €CTOM.

— Al cucreM Hb TEXHHKHIH XYBbJ] TOTTBOPTOM, angaa Oararaii, HaliBapTai Oanx.

—  XWiMDJI OI0YH yXaaHbIT 3JIMKH 3acar, HHUTMUKWH XOTKUJIJ] 3EPIr33p HOJIeeIeXeep alluriiax.

O3 3apunM b EX-Hb1 Al Act, HYB-b1H Torroon, KOHECKO-uiin €c 3yiiH 30BIOMXHIAH YHIAC
00JICOH.

Esponvin Xonooo (EU): Espornibin [Napnamentsin 2024 onp 6arancan “Al Act” Hb I3NIXUIH XaMTUHH
anxHbl Al-11 3opuyncan mwx 0ypaH xyyinb oM. (The Artificial Intelligence Act (Al Act, 2024)

Duo xyvauap Al cucmemuiic 2pCOIIUUN MYBUHIIP AHSUNOAL:

— High-risk AL: Dpyys MaHz, atroynryit 6aiinan, 60JI0BCpOI, Xyylib CAXHyJIaX CHCTEM
— Limited-risk Al: MapkeTHHT, X3p3TrJI3rYUiiH YHITIAITD
— Unacceptable risk Al: XyHwuii 3aH TOJIOBUIT XsTHAX, OHOIIUIOX, HHUTMHUAH OHOO TOTTOOX CHCTEM

OHaxyy XyymuidH 71-p 3ying “Al cucrem XyHHH XSHaNT 3aimmryid Oaix €ctoif” rak 3aacaH
Oaiimar.

Esponuvin 3e6non (Council of Europe): 2024 onp 6atnaraca 3H3 6apuMT OMuur Hb Al-MidH X3paraisr
XYHHUH 3pX, apuuiai, Xyylb I33JI9X 3apuuMa HUAIYyIaxuir 3opeaor. (Framework Convention on
Artificial Intelligence, Human Rights, Democracy and the Rule of Law (2024)

XuiMAIT OFOYH yXaaHbl 3pX 3YWH 30XHITYYJIANT JIJIXUAH TYBUIMH XypATald XOrKmK Oaiiraa
001 XHHMDIT OIOYH yXaaHbl canbapT TAPIYYJIdrd XerKUHTYH OO0NOH Xerxik Oaliraa yic opHyyz TIp
nyamaa AHYc us 2022 oug Al cuctemuiin wit To Oaigan, XyHUH XTHAIT, TalIarHaIBIH MEXaHU3MBIT
Tonopxoitnicon 6o “United States (2022): Al Bill of Rights™ https://www.whitehouse.gov/ostp/ai-bill-
of-rights/, BHXAY ub 2023 onn “I'eHepaTtuB XHiiM3J1 OFOYH yxaaHbl Typ >kypam”-bir China (2023):
Generative Al Interim Measures OaTa/pk KOHTEHT yycrax Al-uiiH €c 3yHH Xs3raapeil aHX yiaa
Xyynpumicat. https://www.cac.gov.cn/2023-07/13/c_1690898327029107.htm Dnrasp Gapumt Ouumr
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Hb XYHUH XSHaIT, WI TOJ Oaiijan, Xapuylyiara, €¢ 3yl I3C3H HUMTIAT YHAT 3YHIYYI TycraricaH
Oaiimar.

Momnzon Yncao xuiimain ow0yH yxaan Xe2ycyyaix Ipx 3yiH opuuH 6a 6007102b1H 6010MIHCYyO0

Mowsron Yic XuiMOAIT OI0YH yXaaHbl XOTKIHHUT IPMKUX 00/IJI0T0, 3pX 3YHH OPUYHBIT OYPIYYIIIX
YHTJIA] aHXaH [AaTHBI alIXMYYABIT XHIDK 3X3JDK OaifHa. Llaxum xerkmi, xapuianaa XoJ00OHBI saM
(IXXS)-naac 2024 onx OGoioBcpyyiicaH "XWHMAI OIOYH yXaaHbl 3pX 3YWH OpYHBI cyjairaa'-n
nypacanaap Monron Yiicag Al-witH Xyynb 5px 3yHH 30XUIyynaiT Oaixryi, rasd "axum xerxur 6a
Xapuiiaa XoJI000HbI Tyxal Xyynb", "Mbaasamniid atoynaryi 0ailuiblH TyXai XyyJis'" 39par X0n00r1ox
xyymuayn Al-uiH X3pariadsmai mryyn 6omoH mryyn O0yc Oaifmraap ysimanar. Morron YiceH YHICOH
XYYJbJ XYHUH 3pX, XyBUHH MAIIPIJUIMIH XanJamryil 6aiamsr 6atanraaxyysicad Hb Al XaparmaTait
X0J000TO# 3pX 3YHH YHAIC 000X O0ooMkTol. [laammn Al-witH XOrKIUUT TOMKHUX TYCTal XyyJIANUT
OosoBcpyynax, € 3yHH CTaHAapT TOTTOOX, XapUyIyIarblH TOTTOJILIOOT TOAOPX0i O0JIroX maapiararai
OaiiHa.

Monzon Yncad xuiimin o0yH yxaansl XapiaiddHuil cyypb HOXH O

Mouron Yic 2020 oHOOC XOMII AMKUTAN IIMIDKUIT, AXUM 3acariall, M3A33IIUIUIH aroynaryi
Oaifan 39par cambapT IPBIIMAJI XWIDK Oaiiraa 4 XWHAMOAI OIOYH YXaaHBI 3pX 3YWH OpYMH XapaaxaH
Oypmparyii OaiiHa.

2024 ono Llaxum xecocun, xapunyaa xonboouvt sam (LIXXA)—aac 6oroscpyyiacan “Xuiimdn_ oioyvH

VXAAHbL 3PX 3YVUH OPYHBL cyoanzaa’ mauaano 0ypocanaap:

— Mosnron Yican Al-MitH XeTrKIHAT TOJOPXOHIOX TyCrai Xyyib, 00JIOTBIH OApUMT OWYHT YTYH;

— Al TexHomorwir ammriax Oyd OalTyy/uIaryyAblH XapUYyIJIarblH Xypa3d, MAIPAIUIHHH
XaMmraananT, €c 3yHH CTaHAapT TOJOPXOUryii;

— OmnoH yICBHIH 3pX 3YHH O0apuMT OMUTYYAMHT YHASCHUH XyyJb TOTTOOMMKHJI HYTarmryysiax
maaparatai ra» JyTH»MK3).

OnHoozuiin MOPOO20oICc OVl Xyyib HOZHOOMMCUTIH YATI0Aa

Mowuron Yiacan Al-mai myya xon0oraox Tycrail Xyyib Oalxryi 4, japaax XyyJdyaTail myyn
00J10H 1YY/ Oyc ysigaa YycIor:

- “IaxuM xerkui 6a Xxapuiiaa XoJI00oHk Tyxai Xyyns” (2022): mkaTan IMWDKWIT, TOPUHH
MBJI2JUTMIMH HAMJICOH CUCTEM, IIaXUM 3acarjiajiblH 30XHUILYYJAIThIT TOAOPXOWIAOr. OH)
XyyInuiH 6.1-1 “meputin M3033/11uiiH cucmemo XyHUl 9pX, aoyayi batidvle xaneax” TyxXal

3aanTt Oaiiraa Hb Al XeTKYYIRITHIH CYyyph HOXIION OOJIIOT.

- “MboeeumiiH aroynryi 0aimeiH Tyxai Xyyns” (2021): XyBUHH M3IRAII3T XaMraalaniT, Kuoep
aroyIryi OalaybIH 30XMIYYyJaJIT OPCOH. XHHMAJ OIOYH yXaaHbl ererien OoJIOBcpyylax,
XSTHAJIT TAaBUX 3PXHUUH acyyiaji dH? XYPIIH] XaMmaapax O00JIOMKTOM.

- “XyBwuiiH M3231371 XaMraanax Tyxai xyyns” (2021):Al cypranTslH ereraesna XYHUH XyBUHH
MD/133J13]1 alINTIIarax, 00JI0BCpyyIaraax acyyaaina Xoa00r10HO.

- Monron Yacem YHACH Xyyib (1992, Homant eepwient 2019): Xyuuit HIp Tep, 3pX Uesee,
XYBUIH aMbJIpajIblH XIIAMTYH 0aier 6aranraaxyyicas (10-p 3yin, 16.13).

Monzon Yncein 600102611 6apumm ouyeyyo:



- “Ilaxum Monron Yic” yamdcHui xertendep (2020-2027): Al Gomon Big Data ammurian
TOPUIH YHTIMITISHANA W TOH OaMUIBIT HAMATAYYJRX 30pHATOTOH. ['9BY €c 3YHH XSHANT,
XapuyljarblH MEXaHU3M Tycrarjaaryi.

- “XuiM>J OI0YH yXaaHbl XeKIMIH YHISCHUH cTpareru (Tocen, 2024)” — IXXS: Xerkmuiin
YU 0OJIOBCPOIL, SPYYJT MIH, X010 X axyH, TOpuilH yiuraunran. Tyc 6apuMT OMUUT Hb
IOHECKO, 93XAXb-uitn 3apurMTail HUMIPX 30pUITOTOM K 3aacaH.

- Monron VYncein “Kubep aroynryi Oaitmnbin yHadcHui ctparern” (2023): Al cucremmuiin
XaJjjiara, ererIJiuiiH aloynaryil OalaibiH 3pcIpnuiir Oyypyyiax OOAJIOTBIH apra X3MyKIdT
caHaj 0O0JITOCOH.

Tynzamoasc oyit acyyoan, WUHIYIIIUIH wiaaponaza:
Mownron Yican Al-13ii xon600Toi#i 1apaax XyyiTb 9pX 3YHH OOPXO# Oairaar cyniaadua OHIIOIIOT

— Al-nifn XapuyIyiarsit 333H ToHopxouryi (Al amgaa rapraBan XoH Xapuymax Bd?);
—  Ec 3yita xananrryii (Al-nitn snraBapnan, Xyypamd M3 YYCIIX acyyaan);

—  Mb3amnuiie 333MIIUMYUIH 3pXUIH XaMraanaiT Cyd;

—  O70H yACBH 6apUMT OMUTYYIUUT TOTOO 3PX 3YHI HUHIYYIIDX CUCTEM OalXTyil.

Witmansce UX XA, Xyyns 3yiH ssam xamMTpaH “XHuHMdI OI0YH yXaaHbl Tyxai Xyynb -uir 2025-2026
OHJT OOJIOBCPYYJIax MIaapjaiaraTtail rsk y33k OaiHa.

Mosron Yncan XHHAMOAI OI0OYH YXaaHBI 3pX 3YHH OpuMH OYpanmadaryi Oaiiraa 4 YHICOH XYYIUHH
CYyphb 3apyiM, IIDKUTAT XODKIMHH OOAJIOro, MAIIUIMMH aloyiaryd OallulblH Xyynb 3pX 3YHA
TYATYypJIaH 30XHIyynanT Ouit Oomrox OypsH OomomykToi. I'DXm33 3HD YN SBI[ Hb XYHHUH 3pX,
apI4uiia, XapuylylarblH TIHIBIPUHUT Xajrajax &cTod 0ereejl OJIOH YJICHIH JKUIITHHT AOTOOA 3pX
3YUTIM ysUIyyJiaH XerKYYJ3X 1aapiaratai.

HUpr3oyiin uue xanonaza, XxymuiiH meJios:

JpaxuilH TYBIIHUHA YUT XaHAJara XuiMai oloyH yxaa (XOVY)-Hbl X3paris3 yinaMm Oyp eprexmx,
TRIXUAH yic opHyyn Al-uiiH €c 3yii, Xapuyiyiara, XyHHI XsTHANT, W1 TOJA OaliIIIbIH XYPIIH/I APX 3YHH
MIMHYWIIMNAT SPUYUMTIA XIpIrkyymk Oaitna. 2024 owwl Oaiamaap HYDB, FOHECKO, 33XAXB,
EBpomnbia X01000 33par 010H YICHIH OalTyyIiaryyIblH HUATJIAT YT Hb:

—  XyHuii 3px 6a apaumican yHIT 3yiincuir ;sumx (UNESCO, 2021);

— Xapwuyiytaratai, utrax oomoxyiin Al (Trustworthy Al)-r xerkyyasx (OECD, 2024);
— W ton Gatigai, Taitmaraansa Torroimoo (EU, 2024);

—  Ec 3yitn yaacon sapumyyasir xyyssaiax (Council of Europe, 2024);

—  Xerxwmwk Oyi opHYyABIH opooor HAMAITAYYIRX (UNGA, 2024).

Oarasp unurimdaniie ysanaaa Hb Al Governance” Oyroy XMHMAII OIOYH yXaaHbl 3acariajblH TOITOJIOO
[3CHH IIUHD OMITOJITHIT JRNIXUAH TYBIIMHJ Ouid Gonrox OaiiHa. CyamaaunsiH ayrHanTIp 2030 on
raxa1 Al-uiiH 3acariai gapaax rypBaH YHMIJIdN TOBIOPHS K Y33k Oatina. (Floridi & Cowls, 2019):

—  Ec 3yitn xaunant (Ethical Oversight),
— XyHwuii xapuyiyiarein mexanusm (Human Accountability),
— AnroputwmsbiH un toj 6aiigan (Algorithmic Transparency).

Monzon Ynceln 600102b1H WHUHI OONOMIHCYYO:

Monron Yacaa XuitMaIT OF0YH YXaaHBI OpX 3YHH OPYHBIT XOIKYYIdX Japaax cyypb O0JIOMKYyy OaifHa:



—  YHZAC3H XyyJauiH 3apuuM — XYHUH HAp Tep, 3pX 4eaeer I33U13X Hb Al Xaparmssua éc 3yitH
Oaranraa 60JDK yaaHa.

—  axmm xerxmui 6a xapuiaa Xox000HbI Tyxal Xyyis (2022) — JlnxuTan 3acarialt, ereriiiiH
HOTJICOH CHCTEMHNT 30XUIyyIDK Oaiiraa Hb Al-MiTH TEXHOIOTHITH YHIIC OOITHO.

— Kubep aroynryii 6aiiansia ctpateru (2023) — XwuiiMa OI0yH yXaaHbl Xayjjiara, ererajaniH
AIOYNTYH OAWJUIBIH acyyAali IIyya X0JI00TI0HO.

— Omon yncelH XaMTeiH axmutaraa — Mowrron Yic FOHECKO, 33XAXb, HYB-bH xypasHLg
rapcad Al-uitH €c 3yiiH OapuMT OWUTYYAHHT aytbaH €COOp XIPIMKYYIIX OOTOMIKTOM.

— Al OGomnoreiH Xyynb OonoBcpyynax ye mat (2025-2026) — LIXXA, X3XS xamrapu
“XuiiMaIT OI0YH yXaaHbl TyXal XyyJb”-HiiH Teces 00JI0BCpyyiaX TeJIOBIereeTi OaliHa.

JAyraaar

XuIM3IT OI0YH yXaaH OJIOH YIICBIH 3PX 3YHH CyOBEKT 0aliX 3¢IX acyyAaia OHeerniH 3pX 3yWH OHO,
MPAKTUKT INWH? CcOpuaT Ooik Oalina. Al Hp Oue maacaH 3pX 3YHH CYOBEKT O0JIOX OOJOM*K
Xsi3raapiaraMan Oairaa 4 XapuyIyiarslH Tycrai Xan03puiir 6t 00Nrox maap/prara H3MAITIK OaitHa.
OH? Hb TEXHOJOTMHH JIBIIWI, XYHUH 3pXUHH XaMmraajaanTt, Xyyjib I93J3X 3apuuM XOOPOHIBIH
TOHUBIPUUr Xairanax roja acyynan rom. Hitma ync oprHyya Al-wilH X3parinsHa HACACAH 3apUUM
OapuMTIIaX, OJIOH YJICBIH 3pX 3YHH IIMHD MEXaHW3M Ol OO0JITOX YHUIJIAIA XaMTpaH aKuiuiax
mraapJyiaratail oaiHa.

Opx 3ylH cyOBEKTHIH TyXall OWITONT TYYXHUHH SIBIIA]] OPTeXXHH TAJDK HPCIH 00ree 1 XUHMIJ OI0YH
yXaaH 3pX 3YWH CyOBeKT 0aiflX Hb OHOJIBIH XyBBJ “XYHHH OPOJIOOTYH XapwyIlyiara” TICOH IIHHD
aHTUJIAN YYCrak OaitHa. Al-r apX 3yHH CyOBEKT X3M33H TOOIOX Hb 36BX6OH XYYJIb 3YHH acyynai 0yc,
¢dunocodu, €c 3yil, MIIPIIUINIH ar0ynTYH Oaiifan, TEXHOIOTUIH 3acariialblH HUHIMAII acyyaail FoM.
TwuiiMaac omooroop Al Hb 3pX 3yHH CyOBEKT Oyc, XapHH 3pX 3YHH 00BEKT O0JIOBY XapHyIJIarbiH Oue
JlaacaH dJIEMEHTUHIT aryyJicaH CUCTEMHUITH HAIK T9K Y39X YHIICTIH OaiiHa.

Momnron Yiicag XMMM3J1 OFOYH yXaaHbl 3pX 3YHH OPYHBII XOIKYYJI3X Hb TEXHOJIOTMIH ar0yJryu
Oaiiian, XYHUH 3pX, HUATMUIH HTTJIUIT XaMraanax CTpaTeruidH ad xonooronroid. Upasayiia MoHron
Vince:

—  Al-miiH 30XUIyynTanTbH A3W 1aXb 3arBap OpOH OOJIOX,
—  Ec 3yiin cyypusican HHHOBAIIBIH OPYHBIT OYPAYYIdX,
— On0H yJICBIH 3pX 3YHH IMHY YHUT XaHUIaraJ HI3BXT3H oponox OypaH OOJIOMKTOM.

boonozvin 30610Mmo1c:

1. Xutiman 010yH yXaaHO 4ueiscan myceail Xyyautn meciute 60106cpyync bamiax._IH Xyyib
Hb Al-HiiH TOIOPXONUIIONT, aHTHJIAJ, XapUYIJIarbIH CUCTEM, EC 3YIH IIaapsiarsir TOJIOPXOHIoX
écToil.

2. “Al éc 3ytin ynoacnuil xopoo ” 6aiieyynax. Cyiaad, TEXHOJIOTUHH HHKEHED, XYYyJIbY, HPrIHUMA
HUITMUIH TOJI66J16J1 OPOJILCOH XSHAITHIH MEXaHHU3M.

3. Un moo batioan 6a mauracHarbiH MO2moayoo ouil Ooa2ox.

4. Al wutiosspuiin matinbapnax doromcmotl (explainable Al) 6aiix écmoil.

5. Xyuuii xananm 6a xapuyynrazeln 3aazuiic mooopxotinox. Al cucteMuilH yp AaraBapT XYH,
Oaifryyinmara, XerKyyJIdTduiiH YYPTHNAT Xyynuap suirax.

6. Onowu yncein xammuin adcunnazaa, Ma0n2eutin cyaicase epeodcyynsx. UNESCO, OECD, EU,
WIPO 33par Gaiiryymnaryynraii 60A0TbIH TYBIIHH] XaMTPaH aXWJIax.
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