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MACHINE LEARNING APPLICATIONS IN ACTUARIAL RISK
ASSESSMENT AND PRICING

Bazarragchaa Barsbold !, Dorjkhuu Enkhtaivan !

Abstract: This study explores the potential of applying machine learning models in
actuarial premium calculations by classifying policyholders based on their risk levels.
Among the various insurance products available in the market, health insurance
known for its high loss ratio was selected as the focus of this research. Based on
population morbidity data, the most significant variables were identified and used to
develop and evaluate machine learning models that classify risk levels according to
each category of the International Classification of Diseases (ICD). Furthermore,
for each ICD category, the study examines the distribution patterns and descriptive
statistics of the corresponding treatment cost data. Based on this analysis and the

machine learning outputs, risk assessment recommendations are proposed using the
z-score methodology.
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JAATTAABIH AKTYAP TOOLIOOAOA/ MAIIIMH CYPTAAT
AIIIMT'AAX BOAOMK

Xypaanryii: Jusxyy CyZairaaHbl azkAaap MAIIUH CYpPraAThIH 3arBapyyAbir
alllUTAaH ZaaTryyaardzabir SPCZLSJ\H;IH X9MKDIIr3adP aHTHAK, XypaaM?KHﬁH
aKTyap TOOLIOOAOAZ XIPOTADX GOAOM:HHH Taraap aBu ysus. Jlaarraabin
carbapr 6opayyrargax 6anraa oAOH GYTI3rA3XYYHIIC XOXHPABIH Xapbliaa
OHAGpP 3PYYA MB3HAMHH JaaTraAbll COHIOCOH. XYH aMblH 6BYAGAHHH
OrerAeA] YHADCADH XaMICHHH ad XOAOGOTZOA OHAOPTIH XyBbCArdyyzbil
COHIOH aB4Y, OAOH YAChIH 6BUHHH €POHXHUH aHTHAAA TyC O6YP33p 9PCADAUUT
aHI'HAaX MAallHuH CypTraATbIH 3arpapbpir 6aﬁryyj\2ﬂ YH3ASAT AOYTHIAT
erue. MeH eBUHHE OAOH YACHIH €pOHXMH aHTMAAA Tyc 6YpT Xapraasax
SMYMATIOHUH BapAAbIH JYHTHHH TapXaATblH X3A63p, TOZOPXOHUAOIY
CTaTUCTHK 6a MAIIWH CYPraATbIH 3arBapT VHZASCADH Z-SCOre alllMrAax
3aMaap PPCAIAMHH YHIATDD XMHUX CaHAA 30BAOMIKHUI Tycraaaa.

TYJ\XYYP Yrc: epAMHH gaaTraa, MallHH CYPraAT, 3PCAIAMHH YHIATII,
aKTyap TOOLIOOAOA
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Opumn

Awnrauitn mapt maremaruky Aran Matucon Tiopunr 1950 omz amx mammn xanrairrait
OIOYHAQT 9CIXMHT TOZOPXOHAOX | IOPHMHT TecT cyZaAraaHbl azkAaapaa XHHMAA OOYH yXaaHbIT
(artificial intelligence) ynascaacan 60a mammun cypraar (machine learning) rax msp Tombéor
1959 ona Awmepukuiln KOMIIbIOTEp TOFAOOM, XHHMAA OIOYH YXaaHbIT YHASCASTUZUAH HIT
Apryp Camysab anx Tombéorcon. XHUAM3A OI0yH yxaaH TYyxaH xerzAuiin ssuaz 1973 oug
aHXHbI OBOATH| HYYp TYAX CyZaAraaHbl axAyy/, X6POHT® OPYYAAATYY/ 30TCOHTH Gaizanz
opcon 6oa 1988 ombr yesc 2 zaxb Tom zasarraambr eBen 6onxas. 2000-aaz ombr yesc
KOMIIbIOTEPbIH XYYMH YaZaA 3pC CalzKHPY MPCIHTIH XOAGOOTOHroOp XMAMSA OIOYH yXaaH,
MamuH cypraat, ryH cypraat (deep learning), meiipounr cyaxas (neural network) mam
SPYHMTSH, OHZep TOBIIMHJ xer:ceep Gaina. (O00roop razHbl yAC OPHYYZ ZAaaTraAblH
carbapTaa zapaax O epOHXHI YMIAIAZ XHHMAA OIOYH yXaaHbIT alIMrAax GaiHa. Y YHZ:
OpcasAMHH YHIAr?3 6a Xypaam TOOLIOOAOX;

Hexen Tea6epuitn nporecc xsarbapriyyaax;

XyypaH MIXAIAT HAPYYADIX;

X3parAsryuiln YHAYHATIH/, BHPTYaA TyCAaXyys alllurAax;

X3parAsryuir cerMeHTYHUAIX;

Hx ererzeas anaaus xumiix 6a ypbJYMAaH TaaMariax.

SN L=

XapHH MaHaH OpHBI XyBbJ, ZI99pX 3ypraaH YHMIAAd3C 2 6a 4 39X acyyaAbIH XYPISHZ
36BX6H TaZHbl XOr*KYYACOH O6IA3H 3arBapbil’ apd alllMTAaxz OaiiHa. ODH3 Hb OPTTHHH XYBbZ
yH?T3U 6erees razaaZblH JaaTraibld caibapaac siATarfiax erergea, OM3HECHHH OHLAOT,
XyYAb 3pX 3YHH OPYHMH 33PTHHUI TYCTazK OAOH XyBHAOapaap TaCPaATIVH XOIKYYAIX GOAOM2K
Xsi3raapAaraMan oM.

Men Mouroa yAchbiH apuA:kaaHbl ZaaTraAblH caAbap CYYAMHH 2KHAYYAD/ SPUMMTIH XOT2KHAK
OPOAIIOTY TaAyyZ OOAOH JaaTraAblH KOMIMaHHYZ HAMaras:k, (CaHXyyrumiiH 30XHIyyAax
XOPOOHOOC XOAGOTZ0X 6ariy AypsM, :KypMbII INMHYASH 6GaTarx 6Gabna. Jlaarrardwmiin
TOAGOPUIH YaJBapbIH LIAAIYYP Y3YYADATHHI DPCAIAL CYYPUACAH XOPOHIHHH apravraraap
TOOLIO?K, /laaTTaAblH KOMIIAHH 3PCAIADD HAYY HAapUHBYAAATAH axWCaH TOBIUMHZ YHAIAIX,
aHZIepPAUTHHIUIH 3pCAdA OYI0y ZlaaTraAbiH I'9P39HHUH TOBIIHMHJ YHIArDD XUUX IMaapAiaraTa
60ACOH.

Cyaaaraann! apra 3y
OH> X3COrT 6 JAAaTTYyAardHMHH 3PYYA MOHAMHH SPCADAMHAT YHIAIXD/ alIMrAACaH MaIIMH
cypraatbid 9 3arBapyyz, TAT99PMHH OHLIAOT, JaByy 6a CyA TaA 39pTHIT TOBY aBd Y3HS.
A. Mawun cypzaam
Manmn cypraar 60A €rergceH ererZAMAr allMrAaH TOJZOPXOH JAaATaBPbIT CTaTHCTHK,
MaTeMaTHKMAH apraap TIYALSTIAX KOMIIbIOTEPHAH INHHAKADX yXaaHbl HSISH carbap IOM.
Orerzer Hb 3ypar, [yy, TOOH CTAaTHCTHK, TEKCT I'd9X MST KOMIIbIOTEPT KOAAOZK 6OAOX
6yx 3yHAc Gaiizk GOAHO. OArsdp OrerJAMAH HIT TOPAGOC Mall OAHBIT LYTAYYAZK TOOH
X3A63pT X6PBYYAK 3arBap GOAOBCPYyAHa. YYHHA Jlapaa MallldH CypraAThIH TOA JAaATaBPbIT
IYHISTISX CypaAllaX TNMPOLECCHAT TOZOPXOH apra aArOPHTMBIH TyCAaM2KTalraap XaMIHEH
Gara aizaartafiraap OAx, 3arBapbIl’ TOZOPXOHAHO. .3arBapbll TOJZOPXOMACHBI Zapaa TYYHHH
IYALPTIAAMHH YaHApbIr LIMHKHAZK, IIaapAAara XaHrax OaiBan xaparassug (ypar 1)
HIBTPYYAHD. Oepeep X9A63A, IIHHD OTOrAAMHH XyBbJ TOZOPXOHACOH 3arBapaa a:KHAAYYAAH
TaHHUH M3J3X ﬂ,an\I‘aprIF I‘YﬁgSTFYY/\HS.

1 First Al winter
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Bypaz 1 Mawun cypzaam epemxuii 6yayysu

Cucremg,
H3BTPYYNax

Mauun cyprarTbiH 3arBapbIr ererJCceH JaaAraBpaac XxaMaapaH Japaax VHACSH 3 Galzraap
anruagar. Y yHZ:

° Y aupaaruraii cypraat (supervised learning)
o Y aupnaruryit cypraar (unsupervised learning)
° Xyu uamarayyacan cypraat (reinforcement learning)

Bypaz 2 Mawun cypzaam xuiix npouecc

BantracaH erergen 100%

| 1

CyprantsiH 70% Wanranteis 30%

YHanNax

OHs cyzairaaHbl azKHA Hb ZaaTryyAard/iblH 9pYYA MOHJHHH 3pCASAHAT aHTHAAX aaAraBap
yupaac yAHpJArdTail CypraATbIH 3arBap XIPSUASHD. Y AMPJArdTal CypraATblH HST TOPAMHH
ZaairaBap Hb aHruAax'’ 60zA0ro oM. AHrHAAX GOZAOTBIT OAOH TOPAHHH MALIHH CYPraAThIH
3arBapaap XHizK 600X 66ree CyZairaaHz Zapaax 3arBapyyabir aBd ysHI. Y YHZ:
Javxux Bextop mammn (Support Vector Machine — SVM)
k-xamruiin ofip xepm (k-Nearest Neighbour - KNN)

[ uitasspuiin Moz (Decision Tree — DT)

Canamcapryii oii (Random Forest - RF)

Aza upsexixyyasra (Ada Boost - ADA)

['paauent uzssxmxyyrsra (Gradient boost - GB)

Croxactuk rpaguent uzssxmxyyrard (Stochastic Gradient Boosting - SGB)

Hamaar moa (Extra Trees - ET)
Canarz yuzascaacan anrunara (Voting Classifier - VC)

2

Classification problem
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Mammn cypraiT xuiixss €reraceH 6rerZAMHT CypraaTblH GOAOH IIAATAATbIH T3COH XOEp
xacart xyBaan (Bypar2) 299px 3arBapyyabir OHOBYAOABIH' apra aArOPUTMYYZbIT AINHTAAH
XaMIUHMH 6ara aazaatadraap cyprasa.

Cyaanraans ammraacan MalIHH CypraATbIH 3arBapyyx
B. Jdamxcux sexmop mawun. (Support Vector Machine)
['on 30puAro Hb aHrMyAbI XaMIHHH caliH sATa:s dazax THMIIep XaBTralr oAox 6Gereej
AHTHYZbIH XOOPOHOX 3aHI XaMIHMHH ©preH 6GaiAraxbir 3opbgor. JlaByy Taa:
e Omugep HapuiBYAAATAEL.
e OnoH X3M:K33CT 6reraeATsH azkMAAaX YazBap 6HOP.
e OnoH TepAHIH KepHEA alIMrAaX 6O0AOMKTOR.
° 3eBxen support vector erergeAl aHxaapaa XaHAyyAZar TYA CaHax OHH XyBbJ Yp
allMITau.
° Xoar yusasarasc'! capruiiagar.
Cya ran:
Orerzea uxrait yea yzaaaH.
Byx Tepauiin kepueAa ToxupomzxToi GaHzarryi.
[Ilyraman 6yc ereraers TOXHpyyA: amsHAAAXaZ, TOBOTTIH.
Kepuea mapameTpyyauiir oHOBYTOH COHrOX0J H3MAAT Lar, TYPLIMAT HIaap/aHa.

k-xamzuiin oiip xepui. (k-Nearest Neighbour)
U_Im-xs OrerJAMHH [I3TUHH aHrH (3CBIA yTra)-HHAr TOZOPXOHAOXZ00 TyXalH LI3r99C XaMIHiH
oiip 6afiraa K xepr erergauiir ammraax 6erees ererseA X00pOHAbIH 3alil’ TOOLOOAOXA00
Esxauauiin safi (Euclidean Distance), Manxarren safi (Manhattan Distance) sapar
3aiiH xamzkyypuitr ammuraana. Jlasyy Tan:

° OHoABIH XyBbJ OHATOXO0Z XSINGAP, KOAYHAZ AlllUTAAXaZ SHTHIHH.

° Orerzena cafitap XyBaarjcad yeJ OHOBYTOH Yp ZAYH rapHa.

° Cypraatbin ye maT 6alixXryH, ererzeA H9MdX3J HIYYZ, aXKHAAAX GOAOMKTOH.

° Toon ereraea assp yp ayuraii.

Cya Tan:

° [1uns ereraauiir anruAax yez 6yX ereraeATsH XapblyyAzk 3al TOOLOOAIOT TYA
TOM OrerJIAMMH XyBb/l YZaaH.

° Byx ererzaufir canax ofi xagraarZar TyA caHaX OMH X3P3TrA33 HXICZAT.

° Oiipbin xepmmz myyrHasT’! ererzeA opBoA IYHISTIOAZ COPOT HOAGO Y3YYAHD.
° Orergauiir :xurgasxryi’ ' 60A arzaaTall yp AYH rapax MaragaaATai.

D. Hluiigeapuiin mos. (Decision Tree)

OH3 aArOPHTM Hb OTEIZAMAT GYASTA9X 9CBIA yPbAUMAAH TaaMarAax YHA SIBLBIT MOZ
6yTauTairasp aypcaaasr. Moanbl 3aHTMAaaHyyZas eTerJAMHH INHH:K HYaHAPYY/bIT
allMrAaH ererJAMAT XyBaaHa. -XyBaaATbIr gini impurity 3CBIA entropy XaMzKyypyyaAuiH
yHACSH 233p ryiustraasr. Jasyy Taa:

° OuoA 60AOH KOAYUAOA Hb DHIUHH, OHATOMKTOMH.

° Yp ayer Moaubl 6YT3L A33p CyypHAAH aMapXaH TalHAGapAaz GOAZOT.
° Toon 60r0H yaHapbIH ererjzeA A3sp yp AVHTIH azKMAAAHA.

V' Optimization

VI Overfitting
VI Noise

VI Scale ammraax
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o Uyxaa mmH:x yaHapyyZbIr aBTOMaTaap TOZOPXOHAOX GOAOMIKTOM.
o Cypraatbin 60A0H TaaMarAaAblH yeJ XypAaH azKHAAAZAr.
Cya Tan:

X3T YHIADATIHZ, 6PTOMTTHH.
[yyruana maapamrruii.
Bara ererzeatsfi yea ToXupoM:ryd.
X3M:K33 TOMCOX TycaM aAZiaa HIM3TAJAT.
Onou aHruAaATail erergens acyyzmaaTai.
E. Cananmcapayii oii. (Random Forest)
Yaupaarurali MammH CypraiTbiH apra 6erees; OAOH IIMHABIPHHH MOJ aATOPHTMOOC
6Ypasx, TYVHHHT caizkpyyAican aHcaMb6ab™X sarsap iom. JlaByy Taa:
e  X>5T YHIAIATHHr Haracrazar.
e  [Ilyyruansr acpar TacBapTai.
®  OrergAuilH OAOH TOPAHHH X3AGIPUHAT ASMKJST.

o [Ilumx wanapyyabiH ay XOAGOIZABIT YHOAXK, OHOBYTOH INMHK HaHAP COHIOXOZ,
TycaAzar.

o [lluiiaespuitn Moz arropuTMTaill XapbllyyAaxaz, MAYY HapHABYAAATAH Yyp AYH
raprazar.

o [unepnapamerpyyabir TOXHPyyAaH OHOBYAOA XMHX GOAOMKTOH.

o Ux xam:KkasHuMIl ererseA As9p cailH axKHAAAZAT.

Cya Tan:

o  [Iluitasspuiin Moz 0AOH 6aiix Tycam CypraaTbiH GOAOH TaaMarAaA XHHX Xyrauaa
ypracaar.

e Omuzep xamaapaATall XyBbCardyyabil 36B COHFOXTYH 60A TYHIITIaA 6yypax
MarazAaATaH.

o Ouzep xaMaapaiTall INMH2K YaHAPYYABIT 36B COHTOXTYH 60A T'YHISTIAA 6yypax
MarazAanTau.

F. Aaza uzssxuxcyynseu. (Ada Boost)

Mammn cypraarTbia aHcaMbAb cypraATbiH apra 6erees cyA sarsapyyabir (weak learners)
alllUrAaH XYYHPXST 3arBap yycragsr. VIxspuasH mmiizBspuiln Moz 33par SHTHHH
aATOPUTMBIT alllMTAazK, AABTCAH CypraaTaap aigaar caixpyyagar. JlaByy Taa:
e Onou sHruiiH 3arBapbil HATTIACHA3P TYHUBTIIAMHT calzKpyyAJar.
®  AAropuTMbIH Yp AYHT XapblAHTyH XAA6ap OHATO, XYBbCArdHHH a4 XOAGOTABIT
YHIAK 6OAHO.
e  3apuM HIyyrHaHT 6rerfeAj 30XMLIOH a:KHAAAZAT.
o  Uyxan xyBbcaruyyabir aBToMaTaap TOZOPXOHAOX HazBapTail.
Cya ran:
e X5T OAOH HIYYTHAHT OrereATIH yes cailH TYHIITIOA rapraxryi.
o  /laBTaAThIH TOO MXC3X TyCaM CypraATbIH Xyralaa ypTacHa.
e Dara ereraauiiH XyBbJ X3T YHACSH 3arBap rapraz MaraAryi.
o [agma yTryya ryHusTraaz cepreep HeAeeA:k GOABOIMITYH.
G. Tpaguenm uzgssxusxcyyrseu. (Gradient boost)
AncambAb cypraATbIH aprblH HaT 6erees; CyA 3arBapyyapIr JapaaacaH 6aHzaiaap

X Ensemble

X Hyperparameter
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callzKpyyAzK, Xy4upxar sarBap yycrazsr. ZJlaByy Taa:
o  OnoH TOpAHHH erergeA [33p Malll CallH TYAIIITIIATIH.
Xoép 60AOH ONOH AHTHAAAZL YP AYHTSH.
Tepea 6ypuiin arzaanb! GYHKI A33p CYypHUAAH a:KHAAAX GOAOMKTOH.
Uyxaa xyBbcardyyapir aBToMaTaap TOZOPXOHAOX 4YazBapTai.

Learning rate, max depth, number of iterations 3sspar mnapamerpyyzauiir
TOXHPYYACHAAP XIT YHIAIATHHI XSIHAX GOAOMKTOH.

Cya Tan:
o  /laBTaATbIH TOO MX, IPaZEHT TOOLOOAOA XMHZST TYA CypraAT yZaaH siBarazar.
o [llyyruana maapamrruii.
o  [unepnapameTpyyabir Toxupyyaaxaz TOBOrTH.
e Tom ererser a39p canax off 60AOH MPOLECCHIH HOOLL HX39P 3apllyyAJar.

H. Cmoxacmuxk zpaguenm ugssxuxcyyased. (Stochastic Gradient Boosting)
OHaxyy sarBap Hb TPaJHEHT HJIBXHKYYASTYHHH HAr XyBHAGAp 66rees aAropUTMbIH
IYHUSTIDA, XYPABID CAHKPYYAAX B0PUATOOP OrerzieAZ; CaHaMCApryH TYYBIp AlllMCAAZAr.
Jasyy Tan:
o X>5T yHaAIATHHAT 6yypyyAJar.
o Dyx ererzea as3p 611, TYYBap /93D CYpPraAT sSByyAZAr TyA CypraATbIH Xyralaar
6aracraHa.
o  XyBbcardyysblH a4 XOAGOTZABII YHIAIX GOAOMKTOH.
e Auruaary, perpecc 39p3r OAOH TOPAMHH aCyyZAABIT IMHHASX3J TOXHPOMKTOH.
Cya Tan:
['unepniapameTpyyapir 36B TOXHPYyAaxXryi 60A TYHLSTraA 6yypd Maraaryi.
[lyyruana mMaapsMTruii.
Mx xamkosnuil ereraers canax of Imaapazar.
Onon 3arBapaac 6ypasx TyA yp AYHT TaHAbGapAaxaz Xolyy.
I Hsmsam mog. (Extra Trees)
Tyc arroputm Hb mmiZBIpHEH MOJ 3arBapT YHAICAICIH, caHaMCapryll oi sarBaprail
TOCTSH MaIllUH CypraATblH aHCaMGAb CypraAThbiH apra oM. VogHyyabir uayy canamcapryi
Galizraap cypra:, AucrepcHir 6yypyyaaxbir sopbgor. ZJlasyy Taa:
e  XyBaaATbIH ISTHMHT OHOBYAOX INMaapAAararyil TyA IIMHABIPUHH MOJ GOAOH
caHaMCapryd OoMrooc Xypzat.
o  Canamcapryii 6alizan UXT3H TyA AMCIIEPCUHT 6YypyyAs, 3arBapblH TOITBOPTOH
GalZABIT CaHKPYYAZJAr.
o Onou TepauilH ererfes A3sp calH IyHIBTIOATIH.

o Canamcapryil COHFOAT Hb X3T YHIASATHHr 6yypyyAaxaz TycTai.

o OnoH MOJ 33p3T1IP? arKUAAAX GOAOMZKTOH TYA TOOLIOOAABIH XYP/IbIT HOMOTAYYAHS.

o [Iluiiasspuiin MOATOH aZHA XyBbCArdyyaAbIH ad XOAGOTZABIN YHIASX 6ONOMIKTOH.
Cya ran:

o [llyyruana maapamrruii.

o x xamkasmuit ererner a3sp ToomOOAOA yzaaH Hailk 6OAHO.

o [umepnapamerpyyabir ToXupyyAax IiaapaaraTai:
J. Canang yrnascaacan amaunazy. (Voting Classifier)
Amncam6Ab cyprarTbii H3T apra 66reesl Xa/ X9/19H YH/ICSH 3arBapyy/blH TaparTblH YH/COH
293D SUCMUH NMAAB3p raprazar. YHJACSH 3arBapyyAblH HHUMAG3P33p TaaMarAaibir
callzkpyyAK, TYHIDTIOAMET HOMBrAyyAsXaz unrasus. Jasyy Taa:
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e OnoH 3arBapb’ XOCAYYAZK alllUTAACHAap TaHIl 3arBapblH TYHISTIAAIIC HAYY
TOITBOPTOU, CalH Yp JyH raprasa.
e ©Oeop e6p 3apuuMTail 3arBapyyZbIr HIITT9H CYA TaAbIl Oaracrazk, ereraAHHH
OHIIAOIT HUAYY CaWH HHUHIIYYAXK YaJHA.
o  Hor sarBapnm ereraeas xat magpar 6aiijar Hb TOAUHAGH HOAOOAOXTYH.
e Hor sarsapaac xamaapan 6GaraTail TyA XT YHOASAT XMHX Marazaan baracHa.
e  Aururary 60A0H perpeccuiH acyyZaa/ Xo€yAaHZ Hb alllUrAaX GOAOMZKTOH.

Cya Tan:
e [amuxan sarsap 293p yp AyHryH.
e Onon yHacoH 3arBap amMrAax Hb CypraAT OOAOH TOOLOOAABIH —XyTalaar
HOMBTZAYYAZST.
e  3areapyyablH :KHH, TapaMeTPYYAHHT TOXHPyyAax IMaapJAaraTal yes TOBOITIH
602K Marazry.

Cyaanraanb1 xacar
Cyaaaraanbl 30puAr0: JH? CyZaAraaHbl azkAaap JAaTTyYAArdHHH epOHXHH 7 M3A99A3A 6a
TyxallH XYHZ HA9PY GOAOX IIMHZK TIMATHAH 34 acyyAThIr YHASCASH OBYHMH OAOH YACHIH
anruaraacr! zaaTraiblH rapasHZ TYreaMmsA Tycrarazar 13 epemxuit auruaar Tyc 6ypasp
©B/I6X PCAIAMHT TOOILIOOAOX MAIIIMH CYpPraAThbIH 3arBapyys 6airyyacan. OBUHME OAOH YACHIH
aHrMAAA TyCc OYPHHH MAllMH CypraiTbIH 3arBapaac TapcaH Yp AYH/ DPCADAUHH YHIArDIHHH
OHOOT XapraAsyyAz, TYYHHH HHHAGIP OHOOTOOp TYXaHH AAaTTyyAarduiH dPCAIAUHH TOBLIMH
TOZOPXOHAOTZIOHO.
Huiit spcasauiin oHoor coHron ascaH HHTepBaAyy/Zaz XyBaam, Tyc OypT Xapraisax
ZlaaTraAbIH XypaaMzKUHH aKTyap TOOLIOOAABIT XHH2K I'YHISTIICHIIP IIPAKTUKT LYY AIIATAAX
60AOM2KTOH a2k 6z y39:k 6aitHa. Oepeep XaA63A, TyxXallH ZaaTryyAardaac acyyMzk aBCHbI
Zlapaa yr XyH 6BYHHH OAOH YACBIH €POHXHH aHTHAABIH aAb GYATI3D OBAOX OHIOP SPCAIATIHT,
TYYHHH HHMHT 3PCASAMHH TOBLIMH sIMap X3M:KI3HZ 6Oalraar, TyXadHH JaaTryyAardaac siMap
X9M2KIDHHUA XypaaMzK aBaX XaMIMHUH TOXHPOMKTOH 66ree; 30pUATOT XOXHPABIH XapbllaaH
6afXbII' 1I1yyJ TOOLIOOAOX CHCTEM IOM.
K. Cyaancaana awuzracan ezergen
Auaxyy cyzarraanbl axuAag Mouroa yacein 6yx xyn ambin esureruiin 2020-2022 on
XaMpax 3 KHAMHH 6GOZHT OrerJAHMHI aIIMTAacaH. | yXalH M3J9AAMHH 3X CypBaAXK Hb
“OpyyA MIHAUIH Xer:KAHAH TeB  66reeJ 36BXOH CyJaAraaHbl azKAbIH 30PHATOOP ALIHTAACaH
TYA XyBb XYHHH HYYLbIH TyXaH XyyAbTaH XOAGOOTOHroOp OBOT, H3p, PETHCTEPBIH Jyraap
33p3I M3JAIIANMHT aryyAaaryll. YT erersea Hb Hac, XyHC, GOAOBCPOA, aabaH Tylaan,
M3PrazkUA, YHACSH OHOLI, SMHIATMHH TepeA 33par 22 Tarbapbir aryyacan 1.2 cas mep
MB3Z[99AIA FOM.
L. ©z0ea1uiiz mawun cypzarmang 63ameax
OrergAuir MalllUH CypraitTanz gapaax Gaiaraap 6ATracoH. YyHA:

° Oreraaniin 6yx TaAGapbIH XYpI9H/ OPXUIZACOH, X00cOoH yrra uit ereraauin 1%-
Hac X3TPIXIYH GalCaH TYA OPXUIZCOH YTTbII XacCaH.

e Toon xysbcard 6ypuilH TOAOPXOHAOIY CTATHCTHKHHAT TOOLIOOAZ, 3 CHIMa TajHa

yTra 6yly spC siAraaTald ererZAMAr XacCaH.

e  Epauiin gaatrarbia 3pyyA MaHAMAH ZaaTraAbld 6YTI9TASXYVHUH XyBbJ 3PCADAHET

YHOADX CHCTEM TYA JAATTaAblH ['9P3HJ TYCTarAJarryd OAOH YACHIH ©BYHHH AHIHAABIT

X International Classification of Diseases (ICD)
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M.

xaccan. (Bumeara6sa, (F00-F99) - Corraumiin smraryya, (S00-T98) - I'smraa
XOPAAOTO GOAOH TaJHbl IMAATTAaHT ©BYAGA 33p3T. YYHHH Zapaa OAOH YACHIH ©BYHHE
13 epeuxuii aHruran yazacsH 6eree;s; SHSXYY aHTHAAA Hb OHJHHH MalllHMH CypraATbH
3arBapblH XaMaapax XyBbcard\ iowm.

e  /laaTraabi rapasHa Tycrarazarryit HacHbl xasraap 6yrooy 18-aac zoom 6a 65-aac
293111 HAaCHBI GYATHIT XaccaH.

e  Feature extraction: OreraAuiir saraH IMHKHAZ OAOH YACHIH OBYHHH epeHXMH
aHTHAAA TyC GYPHMHH MIMHZK TASMATHAT TOZAPYyAaX aHXaH IATHbI 34 acyyArbir H3MCSH.

e OpmmH cyyraa xasr, azKAbIH rasap, aAGaH Tylaaa, MIPraKHUA racau 4 xysbcarauir <!
MAIlMH CYpraATbIH Yp AYHT CailzKpyyAax 30pHATOOp AaMMu XyBbcard 6oirocon. Onon
39P3T XaMaapAbIH arZaa™'’ rapaxaac COPrHHAXK OPIIMH cyyraa Xasruit xysba “Opxon”,
azKABIH TaspblH XyBbj ~Oycaz’, aA6aH TyllaaAblH XyBbz ~6ycaz’, M3prazKAHHH XyBbJ

”
“Tycaax azkuaTaH Tac3H TaAbapyyaAbIT TYC TyC XacCaH.

e  “Xyiic” yanapbin XyBbcarumiin xyBbz 9partai 60a 1, smarrait 60a 0 6aiixaap Toon
XyBbCard Pyy X6pBYYAC3H.
e  “Donoscpor” wanapbiH XyBbcarduiin XyBbz 60A0BcpoAryii 60a 0, 6ara 60A0BcpoATOH

60r 1, 6ypan ayHz 60A0BCPOATOR 6OA 2, MIPTIKAMHH HOAOH TEXHHKHHH 60AOBCPOATOH
60a 3, A394 60A0BCPOATOH 601 4 Gaiixaap TOOH XyBbCard pyy XepBYYACSH.
e  Xamaapax XyBbcard 6yi0y “YHACSH OHOII -UHH XyBbZ, A 6BUHHE aHTHANAAP OBJCOH
60a 1, yryit 60oa 0, B epunuit auruaraap esacen 6oa 1, yryit 6oa 0 rax MsTunasn Toon
XaMaapax XyBbCard pyy XOpBYYACOH.
e  OxoH yACHIH 6BYHMH epOHXMH AHTHAABIH NIHHzK ToMATHHH 34 acyyara Tyc 6yp Hb
TyxXallH XYH7I YT ITHH2K TAMZST HASPCAH 60A THiiM 6y1oy 1, uapasryit 60A yryit 6yioy 0 yTra
aBaxaap TOOH XyBbcard pyy XepBYYAcoH. Aurunaa tyc 6yp a33p xaprarsan 2-3 acyyara
GalicaH 6erees »arssp Hb TyXaHH aHTHAAA TyC Oyp Z9p LIyyA LIyraMaH XaMaapaATa
6alicaH TyA Xaprarsax acyyATYYZbII H3MzK ITHHD XyBbcard yycra:k eepuurce. /[sspx
Galizraap MAallMH CypPraATaHJ OrerZAMHr G ATI9CHHH ZAapaa Xamaapax XyBbcard Hb
OAOH YACBIH OBYHMH epeHxuil anrurar 6yoy 1, ya xamaapax xyebcard mb 74 60Acom.
Tafinb6aprara xyBbcaruzpm koppersnuir Xascpart 1-33c ysHa vy.
e  OnoH yAchiH 6BYHME epeHXMH aHTHAAA Tyc OypHilH aBax yTra 6yl0y Xamaapax
XyBbCariMiH aBaxX yTra Hb TOHLBIPIyH ererzer™’ 6GaficaH TyA Xapraasax CaHT alllMTAaH
TOXHPIOO XHHB.
e Mammn cypraatei yp ayHr caiizkpyyAax 30puAroop 6yX yA Xamaapax XyBbCard/ibir
XaMIHHH CYYAZ Xapraasax CaHI' allMIAaH CTaHZAPTIUAAB.

Mawun cypzaam

Mamms cypraATbIr HHHTAST X3p3TASLAZST HXSHX POrPAMYAAABIH XIAHHH OPYHHZ
xuitzk 60aH0. Cyyauitn :xunyyasa Python xsauiir Mammm cypraitaz xapsrasx xangaara
JaBaMraiAaxblH XHPI3P YT XA 93P OUYHIACOH MAIIMH CypTaATbIH CAHTHAH XOTrZKYYAIAT
SpUMMTaH sBarzaxs Gaiiraa 33par oAoH aaByy Taatail. Mitmasc Python 3.10 asspx pandas,
numpy, sklearn, matplotlib, joblib 33par caur ammuraan Macbook Pro (3.1GHz Intel core

i,

8GB RAM, Intel Iris Plus Graphics 650) xommbrotep a33p cypraATbir xuiis.

OHAXYY CyJairaaHbl axAbIH XYP33HZ MAalldH CYpPTaATbIH JSM:KHX BEKTOp MallMH,
k-xamruiin ofip xepIu, MMHABIPUHH MOJ, CaHaMCapryH OH, aZa MAIBXHKYYASrd, IpaZUeHT

X1
Xl
X1V
XV

Label

Feature
Multicollinearity
Imbalanced data
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HZI3BXMZKYYASTY, CTOXACTHK TIPAaZHEHT H/A9BXHIKYYASTY, HOMOAT MOJ, CaHaAZ YHASCAICIH
aHruAard racan 9 Tepauiin 3arBapbIr 0AOH YAChIH eBuHHE 13 epenxuii anrurar Tyc 6yp aA23p
Cypra:s, XOAGOTZOX YHOATI9HUU aprayraraap LIHHKASB.

Mammn cypraxaz 63ATracsH ererzeA xaHraATTal ux xaM:asHz 6aiican yupaac 80:20
XapbllaaTalraap CaHaAMCaPTYH TYYBPHHH aprainaraap CypraATblH 60AOH IIAATAATBIH OIOrA6A]
XyBaaH Cypracas.

N. Mawun cypzarmovin yp aym

Cypracan sarsapyyzaz TeCTHHH ererZIAHHT opyyAz accuracy, confusion matrix, precision,
recall, Fl-score ynaarssuyyauiir yHascAsH epuHuil epouxuidl A aHTHAABIH XyBbJ ASMKHX
BEKTOp MaliuH, B aHruAAbiH XyBba aza uzasBxuakyyAsrd, C aHTHAABIH XyBbJ ASM2KHX
BEKTOP MarluH, | aHMMAABIH XyBbJ CaHAAZ YHAICAICOH aHTHAArd, E aHrHAABIH XyBba aza
uaoBxmkyyAsrd, (G aHTHAABIH XyBbJ aZja MASBXHKYYASrd, I aHIHAABIH XyBba Z3M:KHX
BEKTOP MAIlMH TYC TYC XaMIHHH TYHISTraA caiH 6aiiHa. XapHH 3arBapyyZbIT XeI:KYYAdX
1ar xyrauaasbl xsasraapAaitaac mantraarad ogooroop 1,],K,L,M,N onommuitn anruaryyzaz
36BXOH I'DAZIMEHT HIPBXUKYYASIY 3arBapbil’ COHIOCOH.

Cyaarraans ammraacan caHamcapryd Of, afia MSBXHKYYASIY, TPAMEHT HIBXHAKYYAST,
CTOXaCTHK TPAJMEHT HZIBXHKYYASTY, HOMIAT MOJ, CAHAAJ, YHASCASCIH aHTHAATY Hb CYYAHMHH
PKUAYYZ/ XaMTHHH MX XOTKYYADAT XHUHrZA2K 6ahraa aHcaMbAb XYYHPX3T 3arBapyyl OM.
Xycnsem 1 Mawun cypzaam sazsapyyavin oHOBUMOL MaAmazndx Xysb, OAOH YACHIM
o8uHUll epoHxuil aHzuaaa 6a 3azsap myc 6ypasp

Sarsapyya A B C D E G H
Ada boost 74% | 77% | 73% | 69% | 75% | 1% | 67%
Voting Classifier 74% | 77% | 73% | 69% | 75% | 1% | 67%
SVM 75% | 76% | 74% | 69% | 75% | 70% | 68%
SGB 73% | 77% | 73% | 69% | 75% | 70% | 67%
Extra Trees 74% | 77% | 74% | 68% | 74% | 70% | 66%
Gradient Boost 74% | 77% | 73% | 69% | 74% | 70% | 67%
Random Forest 73% | 76% | 73% | 69% | 74% | 70% | 67%
Dicision Tree 2% | 75% | 72% | 68% | 74% | 70% | 65%
KNN 70% | 71% | 69% | 62% | 70% | 66% | 62%

Sarsap I ] K L M N -

Gradient Boost 75% | 66% | 66% | 71% | 68% | 70% -

0. Ipcazauiin yrsa233HULl OHOO

Bua cypracan sarsapyyzaa ammraan gaartryyaard 6yp TyXalH OAOH YACbIH ©BYHHH
€POHXMH aHTHAAA TyC OYPIDp 6BYAOX DCOHXMAI TaaMarAacHbl Japaa allurAax J00p AypbJCaH
YHOAI99HHUH OHOOT GOAOBCPYYACaH.

OnoH yACHIH 6BYHHMI €pOHXHE aHTHAAA TyC GYPT XapraasaX SMYHATDSHUH 3apAaiblH IYH
6yI0y 9PYYA MOHAMHH /laaTraAbIH CAHIaaC OATOTACOH TOAGOPYYAUNHH TOJOPXOUAOrY CTATHCTHK,
MeJIMaH, 193/ KBapTHAb, XaMTHAH HX YTIyyaAbIl OACOH. YT oacon 13 yrtra 6ypuiin xyBba
Z score-I TOOLOOAXK, TIATIIPHUAH HUHUAGDP A99p COPOr yTra aBaxaac BaUACXHHZK TOITMOA
100 H3MC3H. Oepeep xdA69A, A OBUHME AHIHAABIH XyBbJ 9PYYA MIHAHHH /JaaTraiblH
caHraac rapcad 3apAAbiH Meguad 42.2 msuran Terper, B eBUHHE aHTMAABIH XyBbZ 9pYYA
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M3H/MHH ZlaaTraAblH CaHraac rapcaH 3apAAbiH MeguaH 3).1 msmran Terper rax maT 6afican
66ree6/, TAraPURH XyBbJ Z-SCOTe TOOLO0 OACOH. /]33px 3apuMbIn Zaryy 433/ KBapTHAb 6a
XaMIUHH MX YTTYYZbIH XyBbJL MOH Z-SCOT€ OAK, TypBAH Z-SCOTe HUAAG3P AYHII9P PCASAHIH
YHOAT29HHHA OHOOT GOAOBCPYYAAAA.

DPCADAMHH YHIATD9HUHE OHOOT 36BX6H MeMaHbl XyBb/ Z-SCOTe allIATAAX Hb Y4Hp JyTarJaAtai
oM. tKumssa6an, C anrurars xaprarsax xaBApbIH OBYAGAHHH GYATHAH 3pYYA MOHAMHH
ZlaaTraAbld caHraac OArocoH sapaAbin meauan 189.9 wmsmranm terper 6aiixas xamruin ux
yrtra ub 41.4 cas Terper 6aiina.

qun:—)zm 2 3pcaa/luiin l.]HS/lZSQHulTl OHOOHbBbL 1MOooU00.101

Onunwmii |Meman| 331 | Xamrmith |z score| z score | z score | Dpcmammita

aHruIaI KBAPTWIIb| UX yTra |MeluaH| /931 | XaMIUiH|VH3JII99HMIH
KBAPTUW/Ib| UX YITa|  OHOO

A 42,198 | 70,608 | 14,512,040 | -0.45 | -053 | -0.68 1.33

B 35,147 | 62,400 | 6,027,630 | -0.63 | -0.62 | -0.86 0.83

C 189,900] 413,246 | 41,400,860 | 3.31 | 3.24 | -0.10 9.44

D 73,998 | 176,929 | 26,277,320 | 0.35 0.63 -0.43 3.56

E 60,160 | 108,344 | 29,926,870 | 0.00 -0.11 -0.35 2.53

G 44,677 | 89,900 | 44,690,040 | -0.39 | -0.32 | -0.03 2.24

H 33,687 | 62,474 | 26,343,390 | -0.67 | -062 | -0.42 1.27

I 47,679 | 86,300 | 46,004,700 | -0.31 | -0.36 | -0.01 2.31

J 48,665 | 83,931 | 34,513,700 | -0.28 -0.38 -0.25 2.06

K 64,750 | 118,398 |198,595,100| 0.12 0.00 3.23 6.34

L 36,660 | 54,913 | 28,202,980 | -0.59 -0.70 -0.38 1.30

M 53,427 | 131,752 | 28,901,390 | -0.16 0.13 -0.37 2.59

N 18,867 | 89,500 | 79,331,440 | -0.28 | -0.32 | 0.69 3.08

Jyrsaar

OHAXYY CyZaATaaHbl a:KAbIH 30PHATBIH XYPI9HJ €pPAMHH JaaTraiblH KOMIIAaHHHH 3PYYA
M3HAMHH ZaaTraAblH OYT39TASXYYH XyZaArlaH aBaX I OyH JaaTryyAarduilH 3pCASAMKT
YH9A3X cHcTeMHAT 60A0BepyyAs, xorzyyrdatuir Odoo 17 mporpamm zssp ryiaTracam.
Yr cuctem Hb Zapaax aAXMbIH Zaryy auidraargaHa. Y YHA:

Anxam 1 (Xascparm 2a)

Cucremz HIBTIpHS.

Axxam 2 (Xascparm 2b)

JlaaTryyAarduitn epeHXHMH M3A99A9A 6a LIMHK TIMATHHH aCyyATYyAbIT YHOH 36B, GYPIH
6eraezs 9pCAIA YHIADX XICTHHI JapHa.

Anxam 3 (Xascparm 2c)

e Axxam 2-T 3aacHbl 2aryy 66rA6COH OPOATBIH YTIYYZ OAOH YACHIH OBYHHE OHOIIMHH
epeHXMH aHrHAaA Tyc 6Ypasp TaamMaraax MalldH cypraATei sarBapyys (Xycusrr 1-T
xapyyAcaH TaiabapAax dazBapTal) pyy Op:k TyXalH /aaTTyyAarduidr TaaMarAaHa.
Taamarracan raparTbiH yTra Hb ZaaTryyAard TyXalH epOHXHEH OHONIOOp OBJAOX OHAOP
MarazaanTai 60a THiM 6yioy 1, acpar Toxmoazoaa yry# 6yoy 0 racsm ytra aBHa.

e Mamun cyprartbin rapaiThin yTra TuitM 6yoy 1 6oa Xycuarr 2-T xapyyacan
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OHOIIMHH epPOHXHH AHTMAAAZ XapraA3ax SPCADAMHH YHIATI9HHH OHOOT aBHA. XapuH
MalIMH CypraATbiH rapartbi ytra yryé 6yioy 0 6oa spcasaumiin ynsarssuuit onoonz ()
yTra xXapraasaHa.

o Ownommuitn epeHxuit aHTHAAA TyC 6YPT Xaprarsax 9pCASAUHH YHIATDIHHEH OHOOHYYIbIH
HUHAG2P33p TyXaWH ZAATTYYAArddiH 3PCAIAMHAH TOBUIMH TOZOPXOHAOIZOHO.

e /laaTryyaaruuiin aB4 60A0X HMHT 3PCADAMHH OHOOHbI HOAOMKMT 6YX YTTbIT TyXaiH
ZlaaTraAblH KOMITAHH GU3HEC TOAOBAOIO6, DPCAIAUAH Y AUPAAATBIH 60ZA0T0, GOPAYYAAATBIH
TOAOBAOI66, [AaTTaAbIH P39 33P3ITOH YSAAAYYAQH X3 X3/9H MHTEPBaAJ XyBaak
ammMraasa. | yxalH MHTepBaAZ, XapraasaX /aaTraiblH XypaaM:KHEH aKTyap TOOLOOAABIT
OAOH YACBIH OHOLIMHH €POHXMH aHTHMAAA TyC Oypadp HapUHUBUAAATAH XMHBOA DHIXYY
cHCTeMTaH MAYY HUHLITSH, Xoplmmuk axuAax 6ereez xsiabap 6aiina. /laatraabm 11983p
XYPaaMzKHHT TOOLIOOAOXZI00 TYTD3MOA X3PITAD/ASL aAb Y apTbIl COHTOH XPITAK GOAHO.
Kumsan632, XOXHPABIH X3MzK99, XOXHPABIH JABTAMKHHAT OAOH YACHIH OHOIIMEH €pOHXHH
aHruAaA Tyc Gypa3p TOOLIOOAK, Xs3raapblH FOA TEOPEM AllMIAAX 3aMaap XapbllaHIyH
avaaAAbIH KOI((QULHEHT, L3BIP XypaaMKHHT OAK 60AHO. DHAHME cyzairaaHbl azKAbIH
Lap XYp33HJ epAUHH JaaTraAblH KOMIIAaHH TyC GYPUHH 3pYYA MOHAMHH AAaTraAblH I3p33
06p 6Oree; AaaTraAblH YHIAIDD, XaMraarax 3pCAdA, OOPHUHH XYADDX XapUyILAAra, X9BTIH
SMYNYYADX BaPAAbIH 37 Xs3raap, X9BT3H dMUAYYADX SMHIASL 33P3T OAOH Y3YYADATYY/
sIATaaTall TYA JAaTTaAbIH XypaaMKHHH aKTyap TOOLIOOAOA XHHIZIITYH.

[Jaamua cyzarraanbl azkAbIH TOBHIMHZ JapaaX SYMACHHI XMHX IIaapaAaraTad Iz
6UAHMH 3YraaC y39:K OakHa.

®  MoOHroA yACHIH XYH aMbIH 6BYAGAHHH OrOTAAMHT allTUTAAH SPCAIAHHH YHIATIIHZ ad
XOAGOTZOATOH XaMaapax XyBbCAardMiH CyJairaa XHiX. (HHII99A62A, SMHOASIT X3BTCOH
XOHOT, GHEUHH ?KHH, apTEPbIH JAPAAT ['9X MIT

e  Xysbcaru conroxoz (Feature selection) uayy mapuiiBumacan cyzairaa xuiix.

®  Yuacsu 6ypargsxyyuuii mmmzkuarasr (Principal component analysis) asarspauryit
XUHX.

o IpcA>AMHH YHIATI3HHHA OHOOT HUAYY HapHHBYAQH TOITOOX, MPAKTHK ad XOAGOTAABIT
CyZAaxX X3P3rTau.

e  Mamun cyprarTbin 3arBapyys 60AOH 3PCADAHHH YHIATIIHHH OHOOTOH YSAAZYYAQH
ZlaaTraAbIH XypaaMKHHH aKTyap TOOLIOOAABIT IIMHI9P TYHUDTIIX.

o  Hyperparameter tuning xuiix maapaaararai.
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